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ABSTRACT

Three-Dimensional (3-D) ICs are able to obtain significant performance benefits over two-dimensional (2-D) ICs based on the electrical and mechanical properties resulting from the new geometrical arrangement. The arrangement of 3-D ICs also offers opportunities for new circuit architecture based on the geometric capacity. The emerging 3-D VLSI integration and process technologies allow the new design opportunities in 3-D Network-on-Chip (NoC). The 3-D NoC can reduce significant amount of wire length for local and global interconnects. In this paper, we have proposed an efficient 3-D Asymmetric Torus routing algorithm for NoC. The 3-D torus has constant node degree, recursive structure, simple communication algorithms, and good scalability. A Quadrant-XYZ dimension order routing algorithm is proposed to build 3-D Asymmetric Torus NoC router. The algorithm partitions the geometrical space into quadrants and selects the nearest wrap-around edge to connect the destination node. Thus, the presented algorithm guarantees minimal paths to each destination based on routing regulations. The complexity of the algorithm is $O(n)$. The proposed routing algorithm has been compared with the traditional XYZ algorithm and the comparison results show that the Quadrant-XYZ router has shorter path length. This paper presents a Register Transfer Logic (RTL) simulation model of Quadrant-XYZ dimension order routing algorithm for 3-D asymmetric torus NoC written in Verilog. The model represents the functional behavior of the routing chip down to the flit (byte) level. The 3-D asymmetric torus NoC has achieved a maximum operating frequency 750 MHz on Xilinx Vertex-6 programmable device.
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1. INTRODUCTION

The Network-on-Chip (NoC) represents a new communication paradigm for increasingly complex on-chip networks. The NoC provides technique for generic on-chip interconnection network realized by routers that connects processing elements (PE) like ASICs, FPGAs, memories, IP cores etc. We have already learned about routing packets instead of wires [5, 6, 7]. Therefore, we will focus on packet switched network. The NoC offers flexibility, scalability, predictability, and higher bandwidth, low latency and provision for concurrent communications. To reduce the latency and wire length we need efficient interconnection architectures. The performance of an interconnection architecture depends on degree and diameter. The diameter of an interconnection network can be defined as the longest shortest path between two arbitrary nodes in the network. In general, if the degree increases, the diameter decreases, and otherwise. Thus, the cost of interconnection architecture can be defined as a value of the degree $x$ diameter. The larger value of the diameter means non-efficient interconnection because the traffic latency increases. Three dimensional integrated circuits offers low interconnect latency and area efficient solution for 3-D NoC [1, 2]. We have regular and irregular topology for placement and routing of IP cores. But, this has been observed that regular network topologies are well suited for realization of VLSI chips [25, 26]. Now, we classify the regular topologies with a viewpoint of the degree criterion, these are:

a) The Mesh class that includes the torus that has fixed degree independent of number of nodes in the network.

b) The Hypercube class and star-graph class in which the degree increases as the increase of the number of nodes [1].
Table 1. Node Degree Analysis [3]

<table>
<thead>
<tr>
<th>No. of Processors</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-cube Hypercube</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Torus</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

The above analysis shows that the n-cube hypercube interconnection network is expensive and not suitable for on-chip communication architecture. In n-cube hypercube, node degree increases greatly as the system expansion takes place and thus increases the cost of network [12, 13].

From above discussion, we conclude that the torus network topology produces an optimum result for Network-on-Chip. Therefore, we need to exploit the characteristics of torus (mesh class) topology. Mesh class architecture is the most regular and simple architecture that is used in NoC designs. The implementation of mesh is simple and easy to understand. In mesh architecture, every node is connected to four neighbors (except boundary nodes) as shown in figure 1. They need to communicate among each other for transfer of information. In N-dimensional mesh network, every node is connected to 2N of the neighboring node (except boundary nodes). Thus, the degree of a non-boundary node in an N-dimensional mesh is 2N. The number of physical connections per node remains fixed in a mesh network even if the size of the network increases. The performance of mesh network degrades due to phenomenal increase in the diameter. Therefore, the mesh class outperforms if the number of IPs on silicon are small.

![Figure 1. Interconnection in 3-D mesh topology](image)

The diameter of 3-D mesh can be defined as $D = d(k - 1)$, where $d$ represents dimension and $k$ is the number of nodes in plane. A Torus network is same as mesh network with boundary nodes connected by wrap-around edges. These wrap-around edges significantly reduce the overall diameter of the network and thus improving the throughput and latency. Figure 2 shows 3-D torus architecture and partitioning approach into quadrants. The diameter of torus can be defined as follows:

$$D = d\left(\frac{n_x}{2} + \frac{n_y}{2} + \frac{n_z}{2}\right),$$

where $n_x$, $n_y$, $n_z$ is the number of nodes in plane $x$, $y$ and $z$ respectively.
1.1 Motivation
The scales in VLSI technology to deep sub-micron (DSM) have started integrating large number of processing elements into silicon. The existing shared bus based communications are not able to achieve the required latency. This has raised the requirement of good communication architecture and topology. There is a lot of ongoing effort to design highly scalable communication and low-latency architectures. This work was in part motivated by our investigations of 3-D topologies for network-on-chip where we found scope to explore asymmetric network-on-chip structures. The routing strategy in 3-D considers routing at every layer apart from via interconnects. The architecture shown in figure 2 has asymmetric number of nodes in planes. There is large number of applications where every dimension has different number of processing elements, thus produces different diameter for each plane. In such scenario, the simple XYZ algorithm produces non-optimal shortest path. In the presented algorithm, we partition the torus space into quadrants and select the nearest wrap-around edge to connect the destination node. Thus, the presented algorithm guarantees minimal path to each destination based on simple routing regulations. The complexity of the algorithm is $O(n)$.

1.2 Applications
The Network-on-Chip is the latest research and development area in VLSI integration. The increasing system level integration has produced various types of applications. These applications have different traffic characteristics. The use of shared buses is becoming obsolete as they have high latency and large diameter. As a result, features of computer network in on-chip communications has emerged as NoC to establish data exchange within the chip. The future System-on-Chip (SoC) will contain billions of transistors, composing hundreds to thousands of IP cores. The SoCChat implements complex multimedia, security, and network applications should be able to deliver the services in minimum amount of time. This needs an efficient cooperation and routing regulations among these IP cores. The topology and interconnection techniques has an important role in determining the routing efficiency for a set of applications. The 3-D offers a considerable reduction in the number and length of the wire. The quadrant-based approach has been proposed for such low latency applications. In addition to Network-on-Chip, the proposed algorithm has application in parallel massive computer networks.

1.3 Related Work
The NoC is derived from massive parallel computer networks and distributed computing. The routing technique in NoC has constraints on memory, computing resources, and routing techniques in addition to low latency and high throughput. There are several routers that have been developed for NoC [1, 2, 3, 4, 8, 9, 12, 27] employing XYZ routing algorithm for selection of next output channel. The routing technique used in [1, 2, 3, 4, 8, 9] doesn’t acquire information about the nearest wrap-around edge. Thus, produces larger average distance. In order to avoid the congestion, the routing algorithm presented in [12] has an approach to balance move in each place. This essentially avoids the deadlock but has larger average distance. In paper [27], author has compared 3 x 3 mesh topology on XY and Odd-Even (OE) algorithm. The presented OE routing algorithm appears to be complex in implementation on the hardware. The author has claimed OE algorithm better over XY algorithm. This approach is also based on the existing regulation. In all the available routing technique [1, 2, 3, 4, 8, 9, 12, 27], authors has not discussed about the asymmetric structure of 3-D torus and regulation for wrap-around edges. The motivation of this work is to improve average distance and to maintain the simplicity of XYZ algorithm for asymmetric structure.

2. QUADRANT-XYZ Algorithm
The 3-D Mesh topology is developed with addition of $z$ dimension to 2-DMesh structures. Similarly, a 3-D Torus topology is build using a 3-DMesh network that adds extra links at terminal nodes called wrap-around edges. Consequently, degree increases in both the 3-D networks as shown in table 2.

<table>
<thead>
<tr>
<th>Network</th>
<th>2D-Mesh</th>
<th>3D-Mesh</th>
<th>2D-Torus</th>
<th>3D-Torus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Degree of 3-D Topology

These topologies are regular and easy to implement from fabrication point of view. Commonly, Dimension-Ordered Routing (DOR) is used in mesh topologies. In this routing strategy, the route is determined in one dimension till the destination is reached in that dimension. While using DOR in torus topology, wrap-around edges provide some efficiency based on the location of source and destination node. The simpleXYZ algorithm applied to torus doesn’t guarantees minimal path. The proposed quadrant based approach always locates the nearest wrap-around edge to produce minimal path. In the next section, we present the proposed algorithm for 3-D torus topology.

2.1 Quadrant Approach
The torus space is divided into quadrants as shown in figure 3. The size of torus network is 5 x 6 x 3. Here, we can see that each plane has different number of nodes. In this approach, we find the center of each plane as follows:

$$X_0 = \left\lfloor \frac{nx}{2} \right\rfloor, \quad Y_0 = \left\lfloor \frac{ny}{2} \right\rfloor, \quad Z_0 = \left\lfloor \frac{nz}{2} \right\rfloor,$$

where $nx, ny, nz$ is the number node in $x$-plane and similarly in $y$ and $z$-plane.

The values for $X_0 = 2, Y_0 = 2, Z_0 = 2$ is 2, 3 and 1 respectively. The source node has a coordinates (1, 2, 0) while destination node is located at (4, 2, 0). The values for $\Delta x$, $\Delta y$, $\Delta z$ are 3, 0, and 0 respectively. This implies that we need to traverse only $x$-plane as the destination node is located on the same plane $(y=2, z=0)$. In, XYZ routing algorithm the node will move in $x$-direction as shown in the figure 3. The XYZ routing algorithm produces a distance of 3 while our approach will produces a minimal distance of 2.
In quadrant-based approach, we first query two basic questions as follows:

1. Are the quadrants of source and destination nodes are different?
2. Is \(\Delta x, \Delta y, \Delta z\) greater than center \(X_0, Y_0, Z_0\) respectively?

If above two queries returns true then we locate a nearest wrap-around edge to source node and we apply quadrant-based algorithm. In case, the above conditions are not true then we conclude that there is no advantage in applying quadrant-based approach. In such scenario, a simple XYZ-routing will be followed. A detailed description of algorithm is presented in the following section.

2.2 Proposed Algorithm

The quadrant-based algorithm introduces decision parameters and simple regulation to take the advantage of wrap-around edges. The simple regulation of quadrant-based algorithm helps in locating the nearest wrap-around edge. The algorithm guides the packet to move in forward or backward direction in the plane to locate the nearest wrap-around edge. The presented algorithm is generic, flexible and asymmetric. This novel asymmetric algorithm allows non-equal number of nodes in each plane. The complexity of algorithm is \(O(n)\).

: setting up routing variable

\[
\begin{align*}
\text{Min} &= 0, \quad \text{Max} = n - 1 \\
\Delta x &= X_d - X_c \\
\Delta y &= Y_d - Y_c \\
\Delta z &= Z_d - Z_c
\end{align*}
\]

\(\Delta x, \Delta y, \Delta z\) : difference between source and destination in respective plane

\[
X_0 = \left\lfloor \frac{nx}{2} \right\rfloor, \quad Y_0 = \left\lfloor \frac{ny}{2} \right\rfloor, \quad Z_0 = \left\lfloor \frac{nz}{2} \right\rfloor
\]

: finding the center of each plane

\(X_n, Y_n, Z_n\) : next destination node

: start of routing packets in X-plane

while (\(\Delta x = 0\))

{ 

: find the nearest wrap-around edge in X-plane as destination is in the next quadrant

If (\(\Delta x \in [X_0, \text{Max}] \cup \Delta x \in [-\text{Max}, -X_0]\))

If (\(\Delta x > 0\))

\(X_n = X_c - 1\) : go to next node in west direction

else

\(X_n = X_c + 1\) : go to next node in east direction

else

: simple X-routing

If (\(\Delta x > 0\))

\(X_n = X_c + 1\) : go to next node in east direction

else

\(X_n = X_c - 1\) : go to next node in west direction

\(X_c = X_n\) : now make next node as current node

\(\Delta x = X_d - X_c\) : re-compute \(\Delta x\) from new source

}

: start of routing packets in Y-plane

while (\((\Delta x = 0) \&\& (\Delta y = 0))\)

{ 

: find the nearest wrap-around edge in Y-plane as destination is in the next quadrant

If (\(\Delta y \in [Y_0, \text{Max}] \cup \Delta y \in [-\text{Max}, -Y_0]\))

}

XYZ-path

Quadrant-XYZ path

Source node

Destination node

Figure 3. Quadrant-based 3-D Torus topology (Top View)
If ($\Delta y > 0$)
$$Y_n = Y_n - 1; \text{ go to next node in south direction}$$
else
$$Y_n = Y_n + 1; \text{ go to next node in north direction}$$
else  \: \text{ simple Y-routing}
If ($\Delta y > 0$)
$$Y_n = Y_n + 1; \text{ go to next node in north direction}$$
else
$$Y_n = Y_n - 1; \text{ go to next node in south direction}$$
$$Y_c = Y_n; \text{ make next node as current node}$$
$$\Delta y = Y_d - Y_c; \text{ re-compute } \Delta y \text{ from new source}$$
\}
; now routing the packets in Z-plane
while ($($\Delta x = 0$) \&\& ($\Delta y = 0$) \&\& ($\Delta z! = 0$))
\{ 
; find out the nearest wrap-around edge in Z-plane as destination is in the next quadrant
If ($\Delta z \in (Z_0, \text{Max}]$) \[ $\Delta z \in [-\text{Max}, -Z_0]$]
If ($\Delta z > 0$)
$$Z_n = Z_n - 1; \text{ go to next node in down direction}$$
else
$$Z_n = Z_n + 1; \text{ go to next node in up direction}$$
else  \: \text{ simple Z-routing}
If ($\Delta z > 0$)
$$Z_n = Z_n + 1; \text{ go to next node in up direction}$$
else
$$Z_n = Z_n - 1; \text{ go to next node in down direction}$$
$$Z_c = Z_n; \text{ make next node as current node}$$
$$\Delta z = Z_d - Z_c; \text{ re-compute } \Delta z \text{ from new source}$$
\}

In the next section we present simulation results and analysis on the hardware implementations.

3. SIMULATION RESULTS AND ANALYSIS

The proposed algorithm has been implemented on Field Programmable Gate Arrays (FPGA) using Verilog Register Transfer Logic language. The layout has been developed using Mentor Graphics EDA Tools (IC Station, Eldo, CaliberDRC etc). The architecture uses few logic gates, adder/subtractor, multiplexer, register and a controller to regulate the loop. The circuit accepts network size, source node, and destination node and produces route for next hop (node) to be traversed.

Figure 4. Schematic for Quadrant-XYZ routing algorithm

The schematic shows the circuit of proposed quadrant-XYZ routing algorithm. The schematic uses signed bit subtractor, adders and 2-to-1 multiplexers for each dimension. Signed subtractor gives the difference between source and destination nodes with the information whether the difference is positive or negative.
The synthesis of the 3-D Asymmetric Torus Network-on-Chip is targeted for Xilinx Vertex-6 device. The device has model 6VLX75TFF484. The circuit operates a maximum speed of 750 MHz. The FPGA device utilization for the synthesized design is shown in the following table.

<table>
<thead>
<tr>
<th>Resources</th>
<th>Used</th>
<th>Avail</th>
<th>Utilization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IOs</td>
<td>4</td>
<td>240</td>
<td>1.66</td>
</tr>
<tr>
<td>Global Buffers</td>
<td>1</td>
<td>32</td>
<td>3.12</td>
</tr>
<tr>
<td>Fm. Generators</td>
<td>10</td>
<td>46560</td>
<td>0.02</td>
</tr>
<tr>
<td>CLBs Slices</td>
<td>20</td>
<td>11640</td>
<td>0.17</td>
</tr>
<tr>
<td>DFF/Latches</td>
<td>24</td>
<td>93120</td>
<td>0.03</td>
</tr>
<tr>
<td>Block RAMs</td>
<td>0</td>
<td>156</td>
<td>0</td>
</tr>
<tr>
<td>DSP48E1</td>
<td>0</td>
<td>288</td>
<td>0</td>
</tr>
</tbody>
</table>

The presented table 3 shows that the design has an optimum utilization of hardware resource on the programmable device. We have generated 128 test vectors for 4 x 4 x 8 asymmetric torus network. The exhaustive test vectors and cost analysis are shown in appendix A. We have found that proposed quadrant-based XYZ algorithm always produces guaranteed minimal path in all the cases.

4. CONCLUSION
As we can see that 3-D torus has the minimum degree and diameter comparably with 3-D mesh network. This has least network cost and also from the VLSI realization point of view it is closer to the current technology. We also found that the existing XYZ algorithm is not suitable for 3-D torus in its current form. The XYZ algorithm doesn’t guarantees a minimal path for 3-D torus network. Moreover, this has no routing regulation for wrap-around edges. We have presented an efficient algorithm that partitions the torus space into quadrants and select the nearest wrap-around edge to connect the destination node. Thus, the presented algorithm guarantees minimal paths to each destination based on routing regulations. The complexity of the algorithm is $O(n)$. The presented algorithm has been designed for 3-D asymmetric torus topology but this could be used efficiently for 3-D symmetric torus topology without any modification. We have presented RTL model and synthesis on Xilinx FPGA device and found to be optimal. The test case has been generated for 3-D asymmetric torus of 4 x 4 x 8. The functional verification shows the correctness of the proposed algorithm.
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### Comparison of Quadrant-based XYZ Algorithm and Simple XYZ over 128-Test Vector for Asymmetric Torus (4 x 4 x 8)

<table>
<thead>
<tr>
<th>Case #</th>
<th>Source</th>
<th>Dest.</th>
<th>Cost (Quadrant, XYZ)</th>
<th>Case #</th>
<th>Source</th>
<th>Dest.</th>
<th>Cost (Quadrant, XYZ)</th>
<th>Cost (Quadrant, XYZ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3, 3, 1</td>
<td>0.00</td>
<td>(3, 7)</td>
<td>44</td>
<td>3, 3, 1</td>
<td>1.13</td>
<td>(6, 6)</td>
<td>87</td>
</tr>
<tr>
<td>2</td>
<td>3, 3, 1</td>
<td>0.01</td>
<td>(2, 6)</td>
<td>45</td>
<td>3, 3, 1</td>
<td>1.14</td>
<td>(7, 7)</td>
<td>88</td>
</tr>
<tr>
<td>3</td>
<td>3, 3, 1</td>
<td>0.02</td>
<td>(3, 7)</td>
<td>46</td>
<td>3, 3, 1</td>
<td>1.15</td>
<td>(8, 8)</td>
<td>89</td>
</tr>
<tr>
<td>4</td>
<td>3, 3, 1</td>
<td>0.03</td>
<td>(4, 8)</td>
<td>47</td>
<td>3, 3, 1</td>
<td>1.16</td>
<td>(7, 9)</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>3, 3, 1</td>
<td>0.04</td>
<td>(5, 9)</td>
<td>48</td>
<td>3, 3, 1</td>
<td>1.17</td>
<td>(6, 10)</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>3, 3, 1</td>
<td>0.05</td>
<td>(6, 10)</td>
<td>49</td>
<td>3, 3, 1</td>
<td>1.20</td>
<td>(4, 4)</td>
<td>92</td>
</tr>
<tr>
<td>7</td>
<td>3, 3, 1</td>
<td>0.06</td>
<td>(5, 11)</td>
<td>50</td>
<td>3, 3, 1</td>
<td>1.21</td>
<td>(3, 3)</td>
<td>93</td>
</tr>
<tr>
<td>8</td>
<td>3, 3, 1</td>
<td>0.07</td>
<td>(4, 12)</td>
<td>51</td>
<td>3, 3, 1</td>
<td>1.22</td>
<td>(4, 4)</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>3, 3, 1</td>
<td>0.10</td>
<td>(4, 6)</td>
<td>52</td>
<td>3, 3, 1</td>
<td>1.23</td>
<td>(5, 5)</td>
<td>95</td>
</tr>
<tr>
<td>10</td>
<td>3, 3, 1</td>
<td>0.11</td>
<td>(3, 5)</td>
<td>53</td>
<td>3, 3, 1</td>
<td>1.24</td>
<td>(6, 6)</td>
<td>96</td>
</tr>
<tr>
<td>11</td>
<td>3, 3, 1</td>
<td>0.12</td>
<td>(4, 6)</td>
<td>54</td>
<td>3, 3, 1</td>
<td>1.25</td>
<td>(7, 7)</td>
<td>97</td>
</tr>
<tr>
<td>12</td>
<td>3, 3, 1</td>
<td>0.13</td>
<td>(5, 7)</td>
<td>55</td>
<td>3, 3, 1</td>
<td>1.26</td>
<td>(8, 8)</td>
<td>98</td>
</tr>
<tr>
<td>13</td>
<td>3, 3, 1</td>
<td>0.14</td>
<td>(6, 8)</td>
<td>56</td>
<td>3, 3, 1</td>
<td>1.27</td>
<td>(9, 9)</td>
<td>99</td>
</tr>
<tr>
<td>14</td>
<td>3, 3, 1</td>
<td>0.15</td>
<td>(7, 9)</td>
<td>57</td>
<td>3, 3, 1</td>
<td>1.30</td>
<td>(3, 3)</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>3, 3, 1</td>
<td>0.16</td>
<td>(6, 10)</td>
<td>58</td>
<td>3, 3, 1</td>
<td>1.31</td>
<td>(2, 2)</td>
<td>101</td>
</tr>
<tr>
<td>16</td>
<td>3, 3, 1</td>
<td>0.17</td>
<td>(5, 11)</td>
<td>59</td>
<td>3, 3, 1</td>
<td>1.32</td>
<td>(3, 3)</td>
<td>102</td>
</tr>
<tr>
<td>17</td>
<td>3, 3, 1</td>
<td>0.20</td>
<td>(3, 5)</td>
<td>60</td>
<td>3, 3, 1</td>
<td>1.33</td>
<td>(4, 4)</td>
<td>103</td>
</tr>
<tr>
<td>18</td>
<td>3, 3, 1</td>
<td>0.21</td>
<td>(2, 4)</td>
<td>61</td>
<td>3, 3, 1</td>
<td>1.34</td>
<td>(5, 5)</td>
<td>104</td>
</tr>
<tr>
<td>19</td>
<td>3, 3, 1</td>
<td>0.22</td>
<td>(3, 5)</td>
<td>62</td>
<td>3, 3, 1</td>
<td>1.35</td>
<td>(6, 6)</td>
<td>105</td>
</tr>
<tr>
<td>20</td>
<td>3, 3, 1</td>
<td>0.23</td>
<td>(4, 6)</td>
<td>63</td>
<td>3, 3, 1</td>
<td>1.36</td>
<td>(5, 7)</td>
<td>106</td>
</tr>
<tr>
<td>21</td>
<td>3, 3, 1</td>
<td>0.24</td>
<td>(5, 7)</td>
<td>64</td>
<td>3, 3, 1</td>
<td>1.37</td>
<td>(4, 8)</td>
<td>107</td>
</tr>
<tr>
<td>22</td>
<td>3, 3, 1</td>
<td>0.25</td>
<td>(6, 8)</td>
<td>65</td>
<td>3, 3, 1</td>
<td>2.00</td>
<td>(3, 5)</td>
<td>108</td>
</tr>
<tr>
<td>23</td>
<td>3, 3, 1</td>
<td>0.26</td>
<td>(5, 9)</td>
<td>66</td>
<td>3, 3, 1</td>
<td>2.01</td>
<td>(2, 4)</td>
<td>109</td>
</tr>
<tr>
<td>24</td>
<td>3, 3, 1</td>
<td>0.27</td>
<td>(4, 10)</td>
<td>67</td>
<td>3, 3, 1</td>
<td>2.02</td>
<td>(3, 5)</td>
<td>110</td>
</tr>
<tr>
<td>25</td>
<td>3, 3, 1</td>
<td>0.30</td>
<td>(2, 4)</td>
<td>68</td>
<td>3, 3, 1</td>
<td>2.03</td>
<td>(4, 6)</td>
<td>111</td>
</tr>
<tr>
<td>26</td>
<td>3, 3, 1</td>
<td>0.31</td>
<td>(1, 3)</td>
<td>69</td>
<td>3, 3, 1</td>
<td>2.04</td>
<td>(5, 7)</td>
<td>112</td>
</tr>
<tr>
<td>27</td>
<td>3, 3, 1</td>
<td>0.32</td>
<td>(2, 4)</td>
<td>70</td>
<td>3, 3, 1</td>
<td>2.05</td>
<td>(6, 8)</td>
<td>113</td>
</tr>
<tr>
<td>28</td>
<td>3, 3, 1</td>
<td>0.33</td>
<td>(3, 5)</td>
<td>71</td>
<td>3, 3, 1</td>
<td>2.06</td>
<td>(5, 9)</td>
<td>114</td>
</tr>
<tr>
<td>29</td>
<td>3, 3, 1</td>
<td>0.34</td>
<td>(4, 6)</td>
<td>72</td>
<td>3, 3, 1</td>
<td>2.07</td>
<td>(4, 10)</td>
<td>115</td>
</tr>
<tr>
<td>30</td>
<td>3, 3, 1</td>
<td>0.35</td>
<td>(5, 7)</td>
<td>73</td>
<td>3, 3, 1</td>
<td>2.10</td>
<td>(4, 4)</td>
<td>116</td>
</tr>
<tr>
<td>31</td>
<td>3, 3, 1</td>
<td>0.36</td>
<td>(4, 8)</td>
<td>74</td>
<td>3, 3, 1</td>
<td>2.11</td>
<td>(3, 3)</td>
<td>117</td>
</tr>
<tr>
<td>32</td>
<td>3, 3, 1</td>
<td>0.37</td>
<td>(3, 9)</td>
<td>75</td>
<td>3, 3, 1</td>
<td>2.12</td>
<td>(4, 4)</td>
<td>118</td>
</tr>
<tr>
<td>33</td>
<td>3, 3, 1</td>
<td>1.00</td>
<td>(4, 6)</td>
<td>76</td>
<td>3, 3, 1</td>
<td>2.13</td>
<td>(5, 5)</td>
<td>119</td>
</tr>
<tr>
<td>34</td>
<td>3, 3, 1</td>
<td>1.01</td>
<td>(3, 5)</td>
<td>77</td>
<td>3, 3, 1</td>
<td>2.14</td>
<td>(6, 6)</td>
<td>120</td>
</tr>
<tr>
<td>35</td>
<td>3, 3, 1</td>
<td>1.02</td>
<td>(4, 6)</td>
<td>78</td>
<td>3, 3, 1</td>
<td>2.15</td>
<td>(7, 7)</td>
<td>121</td>
</tr>
<tr>
<td>36</td>
<td>3, 3, 1</td>
<td>1.03</td>
<td>(5, 7)</td>
<td>79</td>
<td>3, 3, 1</td>
<td>2.16</td>
<td>(6, 8)</td>
<td>122</td>
</tr>
<tr>
<td>37</td>
<td>3, 3, 1</td>
<td>1.04</td>
<td>(6, 8)</td>
<td>80</td>
<td>3, 3, 1</td>
<td>2.17</td>
<td>(5, 9)</td>
<td>123</td>
</tr>
<tr>
<td>38</td>
<td>3, 3, 1</td>
<td>1.05</td>
<td>(7, 9)</td>
<td>81</td>
<td>3, 3, 1</td>
<td>2.20</td>
<td>(3, 3)</td>
<td>124</td>
</tr>
<tr>
<td>39</td>
<td>3, 3, 1</td>
<td>1.06</td>
<td>(6, 10)</td>
<td>82</td>
<td>3, 3, 1</td>
<td>2.21</td>
<td>(2, 2)</td>
<td>125</td>
</tr>
<tr>
<td>40</td>
<td>3, 3, 1</td>
<td>1.07</td>
<td>(5, 11)</td>
<td>83</td>
<td>3, 3, 1</td>
<td>2.22</td>
<td>(3, 3)</td>
<td>126</td>
</tr>
<tr>
<td>41</td>
<td>3, 3, 1</td>
<td>1.10</td>
<td>(5, 3)</td>
<td>84</td>
<td>3, 3, 1</td>
<td>2.23</td>
<td>(4, 4)</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>3, 3, 1</td>
<td>1, 1</td>
<td>(4, 4)</td>
<td>85</td>
<td>3, 3, 1</td>
<td>2, 2, 4</td>
<td>(5, 5)</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>3, 3, 1</td>
<td>1, 2</td>
<td>(5, 5)</td>
<td>86</td>
<td>3, 3, 1</td>
<td>2, 2, 5</td>
<td>(6, 6)</td>
<td></td>
</tr>
</tbody>
</table>